A Simulation Study of Control Sampling Methods for Nested Case-Control Studies of Genetic and Molecular Biomarkers and Prostate Cancer Progression
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Abstract

Background: Incidence density sampling is typically the least biased efficient method for control sampling in nested case-control studies. However, in studies of genetic variants and prostate cancer progression, some argue that controls should be sampled from men who did not progress by end of follow-up. Thus, we examined the validity of relative risk (RR) estimates of prostate cancer progression using three methods for control sampling from cohorts of men with prostate cancer generated by Monte Carlo simulation.

Methods: Data were simulated for nine scenarios for combinations of genotype frequency (10%, 30%, and 50%) and association (RR, 1.0, 1.5, and 2.0) using prostate progression rates from Johns Hopkins Hospital. RRs estimated from conditional logistic regression for the genetic association from case-control studies nested in the nine cohort scenarios using three control sampling methods, (a) incidence density sampling, (b) incidence density sampling without replacement of selected controls, and (c) “pure” control sampling (i.e., men who did not progress by end of long-term follow-up), were compared with the true RRs.

Results: Use of controls selected by incidence density sampling produced unbiased RR estimates of progression. In our setting, only a slight bias was produced by use of incidence density sampling without replacement. In contrast, use of controls selected by pure control sampling produced biased RR estimates, except when there was no association; extent of bias increased with increasing size of the association and duration of follow-up.

Conclusions: Nested case-control studies designed to estimate the association of genetic variants with risk of prostate cancer progression should use incidence density sampling to provide a valid RR estimate. (Cancer Epidemiol Biomarkers Prev 2009;18(3):706–11)

Introduction

Prostate cancer has been a major public health problem in the United States and Western Europe for decades. In U.S. men, prostate cancer is the most commonly diagnosed cancer and the second most common cause of cancer death (1). In recent years, men diagnosed with early-stage prostate cancer have a greater than a 99% 5-year relative survival.6 This high survival is likely due to earlier detection via screening for elevated prostate-specific antigen (PSA) coupled with more effective subsequent therapy. However, ~30% of men with clinically organ-confined prostate cancer who are treated by removal of their prostate may experience biochemical progression (i.e., PSA reelevation from a postsurgical nondetectable level by 10 years after surgery) or overt recurrence of their prostate cancer at local, regional, or distant sites (2, 3).

Men who experience biochemical progression after prostatectomy have a higher risk of developing metastasis and dying from their prostate cancer subsequently (4). Identification of genetic or other molecular biomarkers prognostic of prostate cancer progression would contribute to understanding mechanisms of disease progression and provide complementary information to that obtained from traditional histopathologic features or clinical parameters for predicting progression after prostatectomy (3, 5).

As for genetic and molecular biomarker studies of disease incidence, two types of observational epidemiology study designs can be used to evaluate markers of progression, namely, the cohort study and the case-control study. A prospective cohort study has the advantage of the correct temporal sequence between observation of the marker and the outcome; that is, marker status is assessed before the progression occurred. However, the time and cost involved in collecting marker and covariate information on all members of the cohort may be substantial, and further testing all samples may deplete the biospecimen repository of the cohort rapidly. In genetic and molecular biomarker studies, an efficient design is needed to reduce cost while preserving
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temporality: a commonly used approach is to conduct a case-control study nested within a preexisting cohort (6-8). Under an appropriate control sampling method, valid estimates of the relative risk (RR) can be obtained in a more efficient way, that is, by offering impressive reductions in the cost and effort of sample testing and with relatively minor loss in statistical efficiency (9). Alternative efficient designs nested in prospective cohort studies, such as case-cohort (10), will not be considered here.

In the setting of nested case-control studies, one such control sampling method is incidence density or risk set sampling (Fig. 1; ref. 11), which is defined as follows: a control is randomly selected from all persons at risk, excluding the index case, at the time of the index case occurrence. This is repeated for each risk set. A selected control (a) is still eligible to be selected again as a control for another case occurring at later time, if that person still has not had the outcome of interest and is still alive and under follow-up, and (b) may become a case at a later time in follow-up (12, 13). The efficiency of this approach is gained by estimating the at-risk experience of all members of the risk set, as done in Cox proportional hazards regression, by the at-risk experience of the one control sampled from the risk set. Costs associated with biospecimen testing may also be reduced with this approach because resampled individuals may be tested only once. The concept of incidence density sampling of controls in genetic and molecular biomarker studies of disease etiology, including incident prostate cancer, is well established and has been shown to provide unbiased results (11, 12), irrespective of left truncation (i.e., late or staggered entries) or right censoring associated with exposure (14). However, perhaps because of the complexity of the sampling method or a reluctance of investigators to count the same subject in an analysis more than once because they perceive this to be incorrect, relatively few groups (6) have used this method of control sampling.

A widely used alternative (7, 15, 16) to incidence density sampling in the study of genetic and molecular biomarkers of disease incidence is “incidence density sampling without replacement” (Fig. 2). In this sampling method, once a control is sampled, he/she may not be sampled again as a control for any future case, although a control may later become a case (13). This approach preserves individual participants’ biospecimens and avoids the perceived “problem” of counting some controls in the analysis more than once.

Another control sampling method used for nested case-control studies of disease incidence is akin to cumulative incidence sampling in a closed cohort (i.e., a cohort in which all members enter follow-up together and exit only for the outcome of interest) but can be applied to an open cohort in which all members enter together, but individuals exit for reasons other than the outcome of interest, including death from other causes (Fig. 3). This approach has been called “pure” control sampling; that is, controls are sampled only from the group of individuals who did not experience the outcome of interest at the end of study follow-up (12). In our planned studies on genetic and molecular biomarkers of prostate cancer progression, some colleagues advised using pure control sampling given that 30% of men treated by prostatectomy do experience biochemical progression by 10 years after surgery (2, 3). To ensure the nonprogressor phenotype, controls would be sampled after only long-term follow-up, which would be on the order of 10 or more years for progression after prostatectomy (3). However, we contend that restricting controls to those individuals who do not progress during a long follow-up period would lead to biased estimates of the RR, as it does in studies of disease incidence (12).

Here, we present the results of a Monte Carlo simulation study conducted to assess the influence of these three control sampling methods, incidence density sampling, incidence density sampling without replacement, and pure control sampling, on estimates of the RR relative to its true value for the association between a genetic variant and prostate cancer progression in the setting of long-term follow-up of a hypothetical group of men diagnosed with clinically organ-confined prostate cancer and who were surgically treated.

Figure 1. Control sampling method 1: “incidence density sampling with replacement,” an unbiased method.

Figure 2. Control sampling method 2: incidence density sampling without replacement, a biased method.
In these simulations, $X$ is a genetic variant that causes disease progression independent of all other known and unknown factors. $X$ was modeled as a binary exposure variable derived from dichotomizing an independent uniform (0, 1) random variable. We generated the survival time $t_{ij}$ for the $i^{th}$ person in the $j^{th}$ stratum using a Weibull distribution, 
$$f(t_{ij}) = \frac{b}{a_j} \left(\frac{t_{ij}}{a_j}\right)^{b-1} \exp\left(-\left(\frac{t_{ij}}{a_j}\right)^b\right)$$
where $X_{ij}$ is the genetic exposure variable for the $i^{th}$ person in the $j^{th}$ stratum, and $\beta$ is the coefficient for the natural logarithm of the RR (i.e., the relative hazard) for $X$; $\gamma_j$ is the shape parameter and $z_j$ is the scale parameter, these two parameters for each $j^{th}$ stratum (Table 1).

When men diagnosed with clinically organ-confined prostate cancer die, the cause is frequently other common diseases, such as heart attack or stroke. Therefore, we simulated a competitive death probability using vital statistics data for U.S. white men in 1988 to 1992, which we assumed followed an approximate Weibull distribution (Table 1; ref. 19).

A total of nine scenarios were generated: combinations of three different magnitudes for the true association between genetic variant $X$ and progression (RR, 1.0, 1.5, and 2.0) that are of the size typically expected in genetic and molecular biomarker epidemiologic studies, and three different prevalences of genetic variant $X$ (10%, 30%, and 50%). For each scenario, we did 2,000 replicates, which provides a simulation SE of ~0.5% for the 95% confidence interval coverage or the type I error. In each replicate, the total sample size was fixed at 2,000, with 1,400 men (70%) in stratum 1, 400 men (20%) in stratum 2, and 200 men (10%) in stratum 3, where strata are defined by stage and grade as above. In addition, we assumed that each simulated cohort was observed for a maximum of 15 y. Progressors (events) were defined as men who post-prostatectomy experienced PSA reelevation after being undetectable postoperatively, local recurrence, regional or distant metastasis, or death from prostate cancer before the end of follow-up and also before death due to competing causes. The remaining men were censored at death or 15 y since prostatectomy, whichever came first.

### Selection of Cases and Controls.
All observed events were selected as cases from the cohort. The three different control sampling methods as described in Introduction were used. When investigating genetic and molecular biomarkers of progression, which may also be associated with pathologic tumor characteristics, it is essential to adjust for possible confounding by pathologic stage and Gleason sum. To improve the efficiency of adjusting for potential confounders by

### Materials and Methods

**Generation of Hypothetical Cohort.** Using published long-term progression-free survival data from Johns Hopkins Hospital (3), which we combined into three risk strata, we simulated cohorts of men who underwent radical prostatectomy and were followed for 15 y for disease progression. We assumed that the likelihood of recurrence after 15 y was negligible (17). Progression was defined as PSA reelevation after being undetectable postoperatively, local recurrence, or distant recurrence or without local recurrence as in Han et al. (3).

Pathologic stage and Gleason sum are two important predictors of disease progression; among men with clinically organ-confined prostate cancer, men with pathologically extraprostatic extension or higher Gleason sum are more likely to progress than men with pathologically organ-confined and lower Gleason sum disease (18). To reflect these patterns, we simulated three strata of patients each with different 5-, 10-, and 15-y progression-free survival proportions: stratum 1, Gleason sum <7 with or without extraprostatic extension, with 96%, 90%, and 80% for 5-, 10-, and 15-y progression-free survival proportions, respectively; stratum 2, Gleason sum ≥7 with extraprostatic extension, with 82%, 69%, and 59% for 5-, 10-, and 15-y progression-free survival proportions, respectively; and stratum 3, seminal vesicle or lymph node involvement irrespective of Gleason sum, with 68%, 51%, and 43% for 5-, 10-, and 15-y progression-free survival proportions, respectively (3).

### Table 1. Parameters used to simulate cohorts of men diagnosed with clinically organ-confined prostate cancer and who underwent radical prostatectomy, each cohort is composed of three different strata for risk of progression and followed up for 15 y

<table>
<thead>
<tr>
<th>Stratum</th>
<th>Sample size</th>
<th>Progression-free probability</th>
<th>Progression hazard rate function</th>
<th>Competitive death rate function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 y</td>
<td>10 y</td>
<td>15 y</td>
<td>5 y</td>
</tr>
<tr>
<td>1</td>
<td>1,400</td>
<td>96%</td>
<td>90%</td>
<td>80%</td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>82%</td>
<td>69%</td>
<td>59%</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>68%</td>
<td>51%</td>
<td>43%</td>
</tr>
</tbody>
</table>

*Under Weibull distribution assumption, $(\gamma_j/z_j)^\ast[\exp(X_{ij}\beta)^\ast(t_{ij}/z_j)^{b-1}]$, where $\gamma$ is the shape parameter and $z$ is the scale parameter.

---
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ensuring equal numbers of cases and controls within each stratum, controls may be sampled so that they are matched to cases on key characteristics. Thus, in each scenario, one control per case was selected and matched on pathologic stage and Gleason sum.

**Analysis of Simulated Data.** The relative hazard was estimated for each of the three control sampling methods for each of the 2,000 replicates under each of the nine scenarios using conditional logistic regression. Convergence was achieved for all replicates. We report an estimate of the bias, which was defined as the average difference between $\hat{\beta}_{\text{estimate}}$ from the nested case-control studies using control sampling methods 1, 2, or 3 and the natural logarithm of true RR. The estimated rejection probability was defined as the fraction of replicates for which $|\hat{\beta}_{\text{estimate}} - \beta_{\text{true}}|$ exceeded 1.96 under $\alpha = 0.05$, for a two-sided test of $\beta = 0$. The significance level of this estimated rejection probability is the observed type I error in the scenario of $RR = 1.0$ and is the observed power in the scenarios of $RR = 1.5$ or 2.0. Statistical Analysis System version 9.1 was used for all analyses (SAS Institute).

**Results**

There was no bias evident in $\hat{\beta}_{\text{estimate}}$ under control sampling method 1 for any of the nine scenarios (Table 2). For control sampling method 2, $\hat{\beta}_{\text{estimate}}$ was not appreciably different from the true value and not obviously different from $\hat{\beta}_{\text{estimate}}$ from method 1 for any of the nine scenarios (Table 2). On the other hand, persistent bias that overestimated the true RR was observed for method 3 when the true RR was 1.5 or 2.0 and the prevalence of the genetic variant was 10%, 30%, or 50%; no bias was observed when the true RR was 1.0 (Table 2). When the true RR was above the null, on the absolute scale, the bias in $\hat{\beta}_{\text{estimate}}$ increased with increasing size of the true RR, and on the relative scale, the bias in $\hat{\beta}_{\text{estimate}}$ increased at a faster rate than the increase in true RR; the extent of the bias did not vary with the prevalence of the genetic variant.

When the true RR was 1.0, the estimated rejection probabilities for testing the null hypothesis of $\beta = 0$ (i.e., type I error) were within the sampling error of their nominal values for each control sampling method, with the exception of method 3 when the variant prevalence was 30%, which exceeded the 5% significance level. Method 2 provided a more conservative type I error than did method 1 (Table 3). When the true RR was 1.5 or 2.0, power to reject the null hypothesis of $\beta = 0$ was similar across the three variant prevalences and the magnitude of the true RR for both control sampling methods 1 and 2, but was overstated for method 3.

In the 2,000 simulated replicates for each of the nine scenarios, the true RR coverage probability of the 95% confidence intervals was consistently ~95% in all scenarios of simulation for the full cohort and for each of the control sampling methods (Supplementary Table S1).

To evaluate length of follow-up since prostatectomy on the extent of the bias for control sampling method 3, we conducted an additional simulation using the same parameters for the true RR and the prevalence of the genetic variant and then varied the minimum follow-up time to be eligible to be a control from 5 to 10 to 15 years. The extent of the bias increased with the length of follow-up (data not shown); for instance, when the variant prevalence was 50% and the true RR was 2.0, the extent of bias in $\hat{\beta}_{\text{estimate}}$ was +0.05, +0.134, and +0.164 for minimum follow-up times of 5, 10, and 15 years, respectively.

**Discussion**

As is well known in the epidemiologic literature, it is obvious that different case-control sampling methods could lead to unbiased (11) or biased (12, 13) estimates of the true RR. From this Monte Carlo simulation study on prostate cancer progression, we showed that unbiased

---

**Table 2. Bias in the average estimated RR using three control sampling methods**

<table>
<thead>
<tr>
<th>True RR</th>
<th>Proportion exposed</th>
<th>Average RR</th>
<th>Case-control designs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Full cohort design</td>
<td>Method 1: incidence density sampling without replacement</td>
</tr>
<tr>
<td>1.00</td>
<td>10%</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.50</td>
<td>10%</td>
<td>1.50</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>2.00</td>
<td>10%</td>
<td>2.00</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**NOTE:** For a variant prevalence of 10%, the average simulated number of cases when the true RR was 1.0, 1.5, or 2.0 was 339.0 ± 16.5, 353.3 ± 16.4, and 365.5 ± 15.9, respectively. Case-control ratios for the simulated full cohorts when the true RRs were 1.0, 1.5, and 2.0 were 1:4.9, 1:4.7, and 1:4.5, respectively. Case-control ratios for the simulated full cohorts when the true RRs were 1.0, 1.5, and 2.0 were 1:3.8. For a variant prevalence of 30%, the average simulated number of cases when the true RRs were 1.0, 1.5, and 2.0 was 339.5 ± 16.3, 408.7 ± 17.1, and 469.2 ± 18.2, respectively. Case-control ratios for the simulated full cohorts when the true RRs were 1.0, 1.5, and 2.0 were 1:3.9, 1:3.3.
estimates can be ensured by selecting controls randomly from all those at risk at each case event time \( t \) (i.e., method 1, incidence density sampling). However, substantial bias can be induced by selecting as controls only men who have not progressed by the end of long-term follow-up (i.e., method 3, pure control sampling).

Understanding how incidence rates of progression are calculated in a prospective cohort study can provide insight into why control sampling method 1 should be unbiased, whereas sampling method 3 is biased. In a prospective cohort study of prostate cancer progression, the progression incidence rate is defined as follows: (no. progressed) / (\( \sum \) person*time at risk). Each man who progresses contributes not only to the numerator but also to the person-time denominator of this rate, which is tallied up to the time when he is no longer at risk. Therefore, each man who progresses contributes to the rate person-time at risk before he progresses, and thus, he would be eligible to be sampled as a control before he progresses. Viewed another way, a man sampled as a control at time \( t \) is also eligible to become a case at any subsequent time. Furthermore, a man selected as a control remains eligible to be selected again as a control later as long as he continues to contribute person-time at risk to the rate denominator. Thus, in a nested case-control study, the same man may appear in the control group one or more times and in both the case and control groups (12, 13).

Although we expected the control sampling theory for disease incidence to apply to disease progression, we nevertheless undertook this simulation in the context of prostate cancer progression because there is a tendency to view pure controls as preferable. A researcher might use control sampling method 3 to conduct a nested case-control study for practical reasons, such as not knowing event times. Another reason for adopting this approach could be based on (faulty) intuition; that is, a progressor is a progressor irrespective of when he progressed and, thus, never eligible to be a control. However, our simulation study provides evidence that control sampling method 3 yields biased estimates of the RR for progression. This bias results because the exposure distribution among pure controls is distorted relative to that in the source population from which the cases are derived. In method 3, the controls cannot have progressed by the end of 15 years of follow-up. If genetic variant \( X \) is a risk factor for progression, then the frequency of the genetic variant in the control group sampled using method 3 must differ from that in the source population that gave rise to the cases. The probability of carrying the genetic variant among controls would be much lower than the source population, and therefore, the estimated RR would be overestimated. Furthermore, other potential sources of bias in the estimate of RR that can be induced when using the pure control sampling method are when men who are lost to follow-up differ from men who remain in the cohort with respect to the probability of carrying genetic variant and of the outcome of interest or another outcome; we did not explore these sources of bias in this simulation. Wacholder et al. (20) have described the principle of unbiased control sampling from risk sets in a cohort.

We expected that control sampling method 2 (incidence density sampling without replacement) would lead to bias in estimating the RR of progression when the true RR was not equal to 1.0. However, we noted differences in the \( \beta \) estimate between method 2 and the truth only when the true RR was large, and we also noted that when the truth was no association, the type 1 error was too conservative. The lack of appreciable bias for method 2 when the true RR was small likely resulted because when the baseline rate of disease and the RR are small, there is a greater pool of person-time at risk from which to sample controls, and thus, the likelihood of resampling the same man as a control more than once would be quite limited. The only difference between methods 1 and 2 is that the former allows a control to be repeatedly selected as a control if the man remains at risk, but the latter does not allow for that possibility. To document this conceptual difference, we conducted another simulation analysis by increasing the hazard of progression, which resulted in a higher chance of a control being selected more than once because the number of incident cases was larger. Results of this analysis showed biased \( \beta \) estimate when using method 2, whereas method 1 continued to be unbiased (Supplementary Table S2).

We observed that the extent of bias varied with the minimum length of follow-up since prostatectomy required to be eligible to be a control given the same

### Table 3. Type 1 error and power for the estimated RR using three control sampling methods

<table>
<thead>
<tr>
<th>True RR</th>
<th>Proportion exposed</th>
<th>Type 1 error or power*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full cohort design</td>
<td>Case-control designs</td>
</tr>
<tr>
<td></td>
<td>Method 1: incidence density sampling without replacement</td>
<td>Method 2: incidence density sampling with replacement</td>
</tr>
<tr>
<td>1.00</td>
<td>10% 5%</td>
<td>5%</td>
</tr>
<tr>
<td>1.50</td>
<td>10% 72%</td>
<td>40%</td>
</tr>
<tr>
<td>2.00</td>
<td>10% &gt;99%</td>
<td>88%</td>
</tr>
</tbody>
</table>

*Under the null of a true RR = 1, the type 1 error is given; under the alternatives of a true RR = 1.5 or 2, the power is given.
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prostate cancer progression rate, genetic variant prevalence, and sample size. We did another simulation for method 3 using the same parameters except for minimum length of follow-up required to be eligible to be a control, and observed the extent of bias increased with length of follow-up. As we mentioned earlier, the most important reason for bias in method 3 is that the variant prevalence among sampled controls does not represent the prevalence in the source population for the cases. More specifically, the prevalence of a high-risk genetic variant in the controls sampled using method 3 will be lower than the variant prevalence in the source population. The longer the time since prostatectomy, the greater the difference in the distribution of the variant between the controls sampled using method 3 and underlying source population, and this difference creates more biased estimate of RR of progression.

In this simulation study, we chose shape and scale parameters such that we allowed the strata defined by pathologic stage and grade to have an effect on the rate of progression, but we did not allow the hazard ratio to be nonproportional over time. Future work may wish to explore the implications on bias, power, or confidence interval coverage for when the hazard ratio of progression is not constant over follow-up time.

The evidence of biased estimates of the RRs using the pure control sampling method provided in this study becomes more important especially when a study is designed to replicate and confirm genetic association findings from previous studies, and even more important for subsequent meta-analyses. Investigators may be tempted to take advantage of the characteristics of method 3 pure control sampling, specifically its higher power in studies designed to search for unknown genes associated with disease outcome, but researchers should be alert to two possible limitations of this method: (a) survival bias (not evaluated in this simulation) and (b) overestimation of the true RR when the genetic variant increases the risk of disease outcome (evaluated in this simulation). When the study aim is to accurately estimate the true RR of genes discovered earlier as done in confirmation studies (e.g., the subsequent steps in Cancer Genetic Markers of Susceptibility7), the valid incidence density sampling method should be applied.

In conclusion, using a nested case-control study to search for genetic variants contributing to prostate cancer progression within a defined cohort provides an unbiased estimate of the RR when a valid control sampling method, such as method 1 in this simulation study, is used. This method of incidence density sampling is well known for use in studies of genetic and molecular biomarkers of disease incidence. This rule can be applied to nested case-control studies of any outcome of interest, whether disease incidence or progression, with the certainty of achieving an unbiased estimate of the RR.
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Correction: Article on Sampling in Studies of Prostate Cancer Progression

In the article on sampling in studies of prostate cancer progression in the March 2009 issue of Cancer Epidemiology, Biomarkers & Prevention, there were errors in Tables 2 and 3 (1). The correct headings are as follows.

Method 1: incidence density sampling with replacement.
Method 2: incidence density sampling without replacement.
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